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In this article, thermal behavior of an epoxy based thermoset polymer has been discussed using atomistic
molecular dynamics simulations. The simulations were performed on crosslinked network of EPON-862
and curing agent-W (DETDA) using consistent valence force field (CVFF). Thermal conductivity was
calculated using both equilibrium as well as non-equilibrium molecular dynamics approaches and the
results were found to be in good agreement with experimental findings. Different contributions of heat
flux vector towards thermal conductivity and their possible coupling are discussed in terms of various
convective and virial contributions. In addition, discussion of power spectra analysis of velocity auto-
correlation function for crosslinked network shows a broad distribution of low frequency vibrational
modes suggesting distribution of relaxation times.

� 2009 Elsevier Ltd. All rights reserved.
1. Introduction

Thermal transport in solid materials is predominantly governed
by the phenomenon of heat conduction [1]. As a result, a great
amount of research has been done to study this phenomenon in
significantly diverse class of materials which include metals,
ceramics, alloys, composites, etc. [2]. Among these materials, epoxy
resin based thermosets and their composites presents a special
class of materials which possess excellent mechanical properties
(leading to their widespread use in aerospace and automobile
industry [3]). However, they are considered to be poor materials for
thermal transport due to their low thermal conductivity [4]. The
issue of thermal transport through these epoxy networks becomes
quite significant in situations where they are used as adhesive glues
to join two thermally conductive materials (for example in space
applications), and hence presents a severe bottleneck for the
thermal transport [5]. It has also been shown experimentally that
even dispersing highly thermally conductive secondary phases,
such as CNTs and nano-particles above their percolation threshold
limit, does not significantly enhance the thermal conduction
properties of these material systems [6]. In order to improve or alter
the thermal conduction in these systems, it is important to
understand what modes and interactions govern heat transport in
network glassy polymers.
shney).
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The thermal transport in glassy systems, especially the
temperature dependence of thermal conductivity has been studied
theoretically. Karpov and Parshin [7] modeled amorphous systems
based on scattering of anharmonic modes from two-level systems
(TLS). In late 80’s, Alexander et al. and Jagannathan et al. [8] pre-
dicted the linear dependence of thermal conductivity over
temperature based on anharmonic interactions between localized
(fracton) and non-localized (phonon) vibrational modes. They
introduced these interactions as phonon-assisted fracton hopping,
which contribute to heat current, generating thermal conductance.
Later on in early 90’s, Feldman et al. [9] modeled the thermal
conductivity of amorphous Si and proposed that harmonic diffu-
sion of thermal energy between delocalized (extended) states
dominates the thermal transport and predicted observed temper-
ature dependence of thermal conductivity.

Molecular modeling provides a complimentary route to exper-
iments to study structure–property relationships. Not only it helps
in providing a molecular level understanding in a very cost effective
manner without performing actual experiments, it also provides
a foundation for developing accurate theories and in designing
better materials with tailored properties. Molecular dynamics (MD)
simulations [10] explore the system properties by assigning inter-
action parameters to its constituent elements (atoms) whose
dynamics is governed by Newtonian equations of motion. To study
the material properties of epoxy networks, several groups have
employed atomistic [11] as well as coarse-grained [12] molecular
dynamics simulations. The literature is however almost entirely
focused on studying mechanical and structural properties of these
polymers with no reference to their thermal behavior, presumably
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due to their widely accepted role as structural materials. Given the
fact that electronic contribution towards thermal transport in
organic polymeric systems is sufficiently low as compared to
phononic (vibrational) contribution, MD simulations which treat
these vibrations explicitly should be adequate to address the
thermal behavior.

Equilibrium MD (EMD) based on Green-Kubo formalism [13]
and non-equilibrium MD (NEMD) based on Fourier law
formalism [14] are widely used to simulate thermal transport
behavior. While EMD simulations are best suited for studying
homogenous systems, NEMD simulations have an advantage
when studying heterogeneous systems [15]. Although a number
of studies have reported using MD simulations to study thermal
properties at the molecular level, most of these studies have
been performed on ordered systems such as carbon nanotubes
[16,17], ionic salts [18], silicon [19] and metals [20], where
thermal conductivity can be described by propagation of well
separated acoustic phonons through the system. Atomistic
simulations based study of thermal behavior of polymeric
systems [21,22] are very few.

In this article, we have put forward one of the first attempts to
explore the thermal properties of crosslinked polymer system,
specifically, epoxy networks, using atomistic molecular dynamics
simulations using both EMD and NEMD approaches. In our present
simulations, the network polymer is based on EPON-862 epoxy
resin and curing agent-W (DETDA) [23]. The motivation for this
work is to explore the molecular origins of thermal transport in
thermoset polymers. The study is expected to provide an insight
into the relationship between structure and thermal properties of
thermoset polymers.

The flow of the present article is as follows. In the next section,
we have presented our model as well as simulation details along
with a brief theoretical background of both NEMD and EMD
simulations. Subsequently, we have presented thermal conduc-
tivity calculations from NEMD and EMD approaches followed by
power spectrum analysis of velocity autocorrelation functions.
Thereafter, various convective and virial contributions towards
thermal conductivity are briefly discussed. We also compare our
simulation results with experimental findings wherever possible.
Towards the end, we conclude the article by summarizing impor-
tant findings of the work.
2. Theoretical background

2.1. Formalism of thermal conductivity based on Fourier law
approach (NEMD)

The Fourier law approach is based on the principle of heat
conduction which states that under steady-state conditions,
amount of heat flow per unit area in unit time is directly propor-
tional to the temperature gradient at the cross-section [24]. This
proportionality constant is widely known as thermal conductivity
(l) and is shown in Eq. (1). This method for the calculation of
thermal conductivity from molecular dynamics simulations is also
known as direct method as it is quite analogous to experimental
conditions.

l ¼ Q=ADt
dT=dz

(1)

Here, Q is heat flow through the cross-section, A is the cross-
sectional area, Dt is the time for which heat is flowing and dT/dz is
the steady-state temperature gradient. Once, the heat flow and
temperature gradient are known from simulation, the thermal
conductivity is easily calculated using Eq. (1). A representative
protocol for the calculation of Q/ADt and dT/dz from molecular
dynamics simulations is briefly discussed below.

First of all, the system of interest is built as a thin slab with
large aspect ratio along the heat flow direction and is equili-
brated at desired temperature and pressure. Next, the central
part of the slab is heated to desired high temperature, Thigh and
is kept at that temperature while the end boundaries are cooled
to desired low temperature Tlow. In order to keep the regions at
their specified temperatures, energy is continuously added and
taken off from hot and cold regions during the course of the
simulation, respectively. Energy addition or removal is done in
terms of modifying kinetic energy by velocity rescaling proce-
dure in both hot and cold thermostats, respectively. In doing so,
a temperature gradient is established across the slab. In order
to calculate the temperature gradient, the slab is divided into
pre-defined number of small slabs with equal thickness.
Thereafter, the temperature of each slab is calculated as follows
[24].

Ti ¼
1

3NikB

XNi

k¼1

mkv2
k (2)

where, Ni is number of atoms in ith slab. Furthermore, calculated
temperature for each slab Ti is averaged over pre-defined time
interval to get a smooth temperature profile. To get the better
statistics, the temperature profile could be further blocked aver-
aged over several blocks. At last, the temperature gradient is
calculated by the slope of resulting temperature profile.

Similarly, heat flux per unit area, Q/ADt is calculated as follows

Q
ADt

¼ 1
ADt
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1
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XNB
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mk

�
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k
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(3)

where vpk and vk are the velocities of the atoms before and after
rescaling to desired temperature, respectively. NB is the number of
atoms in the boundary layers. Once the temperature gradient and
the heat flux are known, the thermal conductivity is calculated
using Eq. (1).
2.2. Formalism of thermal conductivity based on Green-Kubo
approach (EMD)

Equilibrium molecular dynamics simulations using Green-Kubo
(GK) approach [13] are often used to calculate several transport
properties. This approach is based on fluctuation–dissipation
theorem and relates the fluctuation properties of a thermodynamic
system to its linear response properties. In other words, it provides
a pathway to relate out-of equilibrium properties (transport coef-
ficients) with fluctuations in equilibrium properties. The transport
coefficients are evaluated by integrating time autocorrelation
functions of microscopic fluxes of equilibrium properties. Few of
such examples include diffusion coefficient, thermal conductivity,
electrical conductivity, viscosity, etc. In particular, the thermal
conductivity l, is calculated by integrating time autocorrelation
function of heat flux vector and is given by following equation [25].

l ¼ 1
kBT2V

ZN
0

hJðtÞ$Jð0Þidt (4)

Here J(t) is the heat flux vector at time t. In addition, V and T
represent the volume and temperature of the system, respectively,
while kB is Boltzmann constant. In terms of molecular dynamics
entities, J(t) is written as:
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Fig. 1. Molecular structure of (a) EPON-862; (b) DETDA; (c) Crosslinking reaction.

Table 1
System specifications.
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i¼1
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Here, mi and vi represent mass and velocity of atom i. u(rij) is the
total potential energy of atom i whereas rij is the distance between
atom i and j. In most cases, an analytic form of Eq. (5a) is used to
evaluate J(t) which generally depends upon the form of interaction
potential u(rij) employed in the simulations. In our case, we have
used 12–6 Lennard Jones potential for non-bonded van der Waals
interactions along with Ewald summation for electrostatic inter-
actions. In such a case, the final expression for microscopic heat
current vector J(t) sum becomes:
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In Eq. (6), Fij represents the short range van der Waals force and
real part of Ewald–coulomb force (calculated within prescribed
cutoff distance). In addition, it also includes forces due to bonded
interaction terms such as bond stretching, angle bending, etc. These
forces are computed in real space. On the other hand, tensor S is
evaluated in Fourier space. This tensor represents the forces due to
electrostatic interactions beyond the cutoff distance. The elements
of tensor S are written as [26]

Sab
ij ¼
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V

XN
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(7b)

where a and b denote the directions in reciprocal space, k repre-
sents reciprocal vector, RC represents Ewald parameter while i and j
are atom indices. In addition, Zi denotes the charge on atom i. The
detailed discussion for the inclusion of tensor S in heat current
vector has already been reported in literature previously [27]. Here
it is sufficient to say that it is introduced to avoid divergences
arising from the long range columbic interactions and takes care of
forces due to long range Ewald interactions in Fourier space [28].
The justification to use relatively slower Ewald technique (as
compared to faster PPPM technique) to capture the long range
interactions efficiently is well documented in literature [27,28] and
the references therein.
System Equilibrium MD Non-equilibrium MD

No. of atoms
(molecules)

Dimensions
(Å3)

No. of atoms
(molecules)

Dimensions
(Å3)

DETDA 9920 (320) 46.5� 46.5� 46.5 19840 (640) 23.3� 23� 373.3
EPON 4300 (100) 35.9� 35.9� 35.9 43000 (1000) 35.9� 35.9� 359.9
Crosslinked

systema
7488

(128, 64)
42.6� 42.6� 42.6
(90.0)b

14976
(256, 128)

21.4� 21.4� 337.3
(90.0)

14,976
(256, 128)

53.6� 53.6� 53.6
(87.5)b

a For the crosslinked system, stoichiometric ratio of EPON-862 and DETDA were
used. Please refer to reference 23 for further details regarding crosslinking
procedure.

b The numbers in () signify crosslinking %.
3. Model protocol and simulation details

The systems studied in current study consist of epoxy resin
EPON-862 (di-glycidyl ether of bisphenol F), curing agent-W also
known as DETDA (diethylene toluene diamine), and their cross-
linked polymer. The epoxy resin, crosslinking agent along with
their crosslinking reaction is shown in Fig. 1. For all simulations
presented in this study, CVFF (Consistent Valance Force Field)
potential [29] was used for bonded as well as non-bonded inter-
actions. This force-field successfully predicted accurate thermody-
namic properties of interest for our system of interest [23].
In addition, for NEMD simulations, the long range electrostatic
interactions were modeled using PPPM technique [30]. However,
since the heat flux Eqs. (6, 7a and 7b) use Ewald summation [31] to
calculate electrostatic contributions, the relatively slower Ewald
summation technique was employed for long range electrostatic
interactions for EMD simulations. All simulations were performed
using open source LAMMPS (Large-scale Atomic/Molecular
Massively Parallel Simulator) software provided by Sandia National
Laboratories [32].

The initial configurations for both DETDA and EPON-862 were
modeled using Material Studio� [33]. The crosslinked polymer was
subsequently created using a procedure developed by us earlier
[23]. As the current article primarily focuses on thermal transport,
interested readers are referred to Ref. [23] for detailed crosslinking
procedure. Here, we would like to mention that we were able to
build a crosslinked network with relaxed structure with calculated
thermodynamic and structural properties consistent with experi-
mental data. The system specifics, including no. of atoms, no. of
molecules, equilibrated dimensions, etc. for each studied system
are tabulated in Table 1. The crosslinked systems under current
investigation were 90% crosslinked which corresponds to on
average w3.6 Epon molecules being connected to each DETDA
molecule, which has a crosslinking functionality of 4.

At first, all three systems (un-crosslinked epoxy resin, curing
agent and crosslinked polymer) were minimized using conjugate
gradient method to remove possible overlaps between atoms.
Thereafter, constant volume (NVT) and constant pressure (NPT)
simulations were run to equilibrate the temperature and density,
respectively. The system size dimensions of the resulting equili-
brated densities at room temperature (300 K) are also listed in



Table 2
Calculated thermal conductivity using molecular dynamics simulations.

System
studied

Heat flux (kcal/
mol-Å2-ps)

Temperature
gradient (K/Å)

Thermal conductivities (W/m-K)

Non-equilibrium
approach

Equilibrium
approach

DETDA 3.08� 10�3 0.53 0.205� 0.003 0.272� 0.036
EPON-862 3.08� 10�3 0.55 0.211� 0.003 0.251� 0.041
Crosslinked

system
5.12� 10�3 0.60 0.302� 0.005 0.310� 0.048
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Table 1. Once the initial equilibrated system was achieved, a series
of equilibrium molecular dynamics and non-equilibrium molecular
dynamics simulations were performed at room temperature.

For equilibrium molecular dynamics runs, after prior equilibra-
tion, a constant NVE simulation was performed for 100 ps to get the
equilibrated structure in micro-canonical ensemble. Once, the
system got equilibrated, further constant energy (NVE) simulations
were performed on the newly equilibrated system for data collec-
tion for 1.6 ns, where data were collected at 0.01 ps for the calcu-
lation of heat current vector and its subsequent analysis.

For non-equilibrium simulations, the elongated slab was divided
into 100 smaller slabs of equal thickness. In the central part of the
system, 4 slabs were treated as hot region while the 2 slabs on each
boundary were treated as cold region. The system was set to be
periodic in all 3 dimensions. For current simulations, the hot region
was kept at 350 K while cold region was kept at 250 K. After the
system is equilibrated from prior NPT simulations, the NEMD
simulations in micro-canonical ensemble (NVE) were run for about
1 ns in order to achieve steady-state for heat flow. Once the steady-
state was achieved, further simulations for 1.5 ns were run for the
data collection at the interval of 0.1 ps for further analysis.

4. Results and discussion

4.1. Non-equilibrium MD: thermal conductivity

For Fourier Law to be applicable to NEMD simulations, there
should exist a local thermal equilibrium within the slab [34]. This
was confirmed by verifying that the velocity distribution followed
the Maxwell–Boltzmann curve in thermostated as well as un-
thermostated region. The heat flux and temperature gradient were
calculated for all systems being studied, namely, EPON-862, DETDA
and the crosslinked polymer. Fig. 2 shows the input (energy put in
hot region) and output (energy taken off from cold region) energies
as the function of simulation time in a cumulative manner. When
the steady-state of the system is reached, the slope of both curves
(heat flux) should become constant and equal. Looking at the
figure, it is safe to assume that steady-state has been reached for all
systems around 1.2 ns. After steady-state system was reached, the
heat flux per unit time across the cross-section was calculated from
the slope of each curve using least square fitting method and is
listed in Table 2.
Fig. 2. Heat flux as a function of time. (a) DETDA; (b) EPON-862; (c) crosslinked
network. The plots for (b) and (c) are shifted by 4 and 8 kcal/mol-Å2, respectively, for
the sake of clarity. For each system, the upper dataset represents the heat put into the
high temperature region while the lower dataset represent the heat taken off from the
low temperature region.
Along the same lines, the resultant temperature gradient due to
steady-state heat flux is plotted in Fig. 3. As mentioned before, the
system was divided into 100 slabs or layers. The temperature of
each layer was calculated using 1000 samples stored at every 0.1 ps
for 100 ps. The temperature was further block averaged over 13
such 100 ps time blocks, followed by averaging over both temper-
ature gradients (from hot thermostated centre slabs). From the
figure, it is quite clear that the temperature change across the slab
in the un-thermostated zone is linear for all 3 systems. The slope,
i.e., temperature gradient was calculated by fitting the central
portion of un-thermostated zone to avoid any boundary effects
using least square method. The values of the temperature gradient
for all 3 studied systems are also listed in Table 2.

Thereafter, the thermal conductivity for all three systems was
calculated using Eq. (1) from the values listed in Table 2. The
thermal conductivities of DETDA, EPON-862 and their crosslinked
network were found to be 0.20, 0.21 and 0.30 W/m-K, respectively.
Although, we could not find any reported experimental values of
thermal conductivities of DETDA and un-crosslinked EPON-862, the
reported value for crosslinked epoxy network is between 0.2 and
0.3 W/m-K [35]. The calculated thermal conductivity is therefore in
good agreement with experimental findings and we have shown
that NEMD simulations can successfully predict thermal properties
of disordered or amorphous systems.

Here, it is worth mentioning that although the current simula-
tions did not explicitly study the effect of frequency of velocity
update and the thickness of the controlled (hot and cold) region on
the thermal conductivity, these variables should not make any
significant difference in the values of predicted thermal conduc-
tivity. The significance of such variables has been discussed in
literature [34] where the authors did not find any noticeable
Fig. 3. Temperature profile across slab for: (a) DETDA; (b) EPON-862; (c) crosslinked
network; the plots for (b) and (c) are shifted by 20 K and 40 K respectively for the sake
of clarity.



V. Varshney et al. / Polymer 50 (2009) 3378–33853382
change in the values of thermal conductivity as the function of
thermostated slab thickness or frequency of velocity update.

4.2. Equilibrium MD: thermal conductivity

Fig. 4 shows the normalized heat flux autocorrelation function
and thermal conductivity for all studied systems (refer to Eqs. (4
and 6) in Section 2.2). The results were averaged over three
orthogonal directions to get better statistics as they were found to
be isotropic in nature for all cases. Fig. 4A shows oscillatory auto-
correlation function which decays down to zero around w2–3 ps
for all the three systems.

Fig. 4B shows the plot of thermal conductivity as a function of
time, as evaluated from integrating the heat flux autocorrelation
function. For all cases, we find that the thermal conductivity first
increases, then decreases and becomes constant at longer times
when the autocorrelation function decays down to zero. Such
a trend in thermal conductivity has been previously observed for
oscillatory decaying heat flux autocorrelation function [36]. The
high frequency oscillations in heat flux ACF are attributed to optical
phonons [37]. The thermal conductivities for DETDA, EPON-862
and the crosslinked network were calculated to be 0.27, 0.25 and
0.31 W/m-K (Table 2). The standard deviation associated with the
thermal conductivity values was found to be quite significant and is
listed in Table 2 as well. On comparing results from equilibrium and
non-equilibrium molecular dynamics simulations, we find a good
agreement between both the approaches. However, the results
from EMD simulations were found to be slightly higher than those
from NEMD simulations for all cases. Comparison of thermal
conductivity calculations using two approaches has been reported
previously by other groups as well [38]. Although we did not study
size effect for NEMD simulations due to computational limitations,
we performed an EMD simulation for crosslinked network for
a system twice as big as the previous system with w15 000 atoms
(Table 1). The estimated thermal conductivity value was found to be
w0.32 W/m-K, in excellent agreement with the smaller crosslinked
system providing us with sufficient confidence that studied system
sizes for EMD simulations were large enough for the estimation of
thermal conductivity. Additionally, scattering from the heat source
Fig. 4. Normalized heat flux autocorrelation function and resultant thermal
and sink is also expected to contribute to thermal resistivity thus
lowering the thermal conductivity in the case of NEMD simulations.

4.3. Power spectrum analysis

The power spectrum presents the partial vibrational density of
states for each atom and provides an understanding of the energy
storage in different parts of the molecule [36]. The partial vibra-
tional density of states (PVDOS) is calculated from real part of
Fourier transform of velocity autocorrelation function (ACF) can be
written as [39]

Dp;bðuÞ ¼ cb

Zs

0

GbðtÞcosðutÞdt (8a)

where,

GbðtÞ ¼
XNb

i

D
uibðtÞ$uibð0Þ

E.XNb

i

D
uibð0Þ$uibð0Þ

E
(8b)

Here, Dp,b(u) and G(u) denote the PVDOS and the normalized
velocity autocorrelation function for atom type b. cb denotes the
concentration of species of type b. The total vibrational density of
states is obtained by summing over the partial density of states.

DpðuÞ ¼
X

b

Dp;bðuÞ (9)

Fig. 5 shows the power spectrum of velocity ACF (PVDOS) of
various atomic entities in the crosslinked network. For these
calculations, simulations were run for 40 ps where data were stored
at each 1 fs timestep. The power spectrum was evaluated from
averaged velocity ACF over X, Y and Z directions as ACFs were found
to be isotropic in nature for all atomic types. As one can see, the
figure presents several peaks for each atomic type. The high
frequency peaks represent different vibrations (stretching,
bending, etc.) in which corresponding atomic entity is involved.
These peaks are often captured by spectroscopic techniques such as
IR, Raman spectroscopy, etc. These high frequency vibrations in
conductivities for: (a) DETDA; (b) EPON-862; (c) crosslinked network.



Fig. 5. Vibrational density of states for various atomic entities of crosslinked network
as a function of frequency: (a) sp2 benzene carbon; (b) amine nitrogen; (c) ether and
hydroxyl oxygen; and (d) sp3 carbon in methyl and methylene groups.
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polymeric glasses are known to be rarely involved in thermal
transport as these modes are localized with negligible thermal
diffusivity [22]. The figure also presents a broad low frequency peak
which is present for all the atomic entities. These peaks are better
depicted in Fig. 6. Generally, these peaks occur below the low
frequency limit of IR spectroscopy (w14 THz) and are associated
with low frequency modes of vibrations, known to be significant for
thermal conduction due to their non-zero thermal diffusivity [22].
For our system, we see one such broad peak, present in power
spectra of all atomic entities. The similar position of the peak in all
atomic types suggests that significant number of atoms are perhaps
collectively involved in such low frequency vibrations. The broad-
ness of the peak over several THz suggests a possible distribution of
relaxation times with different overlapping low frequency vibra-
tional modes. Recently, McGaughey et al. did a thermal conduc-
tivity analysis of metal organic framework (MOF-5) crystal [36].
Unlike the present case where we observe only one broad peak, the
power spectrum analysis by McGaughey et al. shows several sharp
peaks in the low frequency vibrational regime (acoustic region),
suggesting that these low frequency modes are separated in
frequency regime in crystal framework. Based on this observation,
the broad nature of the low frequency peak can be attributed to the
Fig. 6. Low frequency power spectra of velocity autocorrelation function of various
atomic entities of crosslinked network. (a) sp2 benzene carbon; (b) amine nitrogen; (c)
ether and hydroxyl oxygen; and (d) sp3 carbon in methyl and methylene groups.
amorphous nature of our polymer network system as also observed
recently by Shenogin et al. [22].

4.4. Pair contribution analysis

In addition to the thermal conductivity estimation, it should also
be interesting and insightful to study and analyze its various
convective and virial contributions separately, calculated from
equilibrium MD simulations. From Eq. (6), (as discussed in Section
2.2), we observe that heat flux vector indeed comprises of several
terms. These terms are associated with (a) convective terms
(kinetic energy, van der Waals potential energy and electrostatic
energy); and (b) virial terms (forces due to van der Waals interac-
tions, electrostatic interactions and bonded interactions).

In order to capture different contributions, correlations between
several terms were evaluated separately. These terms are listed
below in detail.

a) Convective: kinetic energy interactions
b) Convective: van der Waals potential energy interactions
c) Convective: electrostatic energy interactions
d) Virial: van der Waals forces
e) Virial: short range electrostatic forces (within electrostatic

cutoff distance), calculated in real space
f) Virial: long range electrostatic forces, calculated in reciprocal

space.
g) Virial: bond stretching forces
h) Virial: angle bending forces.

For example, in order to evaluate thermal conductivity due to
convective terms (kinetic and potential energy contributions) only,
we summed up the terms associated with a) and b), while ignoring
other terms. For our analysis, we represent the contribution by
index ‘‘1’’ and lack of contribution by index ‘‘0’’. To clarify further,
description ‘‘10000000’’ suggests that only kinetic energy convec-
tive contribution is taken into consideration while ignoring others
for thermal conductivity estimation. We believe that such an
approach should also take care of possible crossterms implicitly.

Several of such contributions are listed in Table 3 along with the
resultant thermal conductivities. The most important findings that
emerge from this analysis are presented in form of pie-charts in
Fig. 7 and are discussed below.

a) Plot 7a shows the distribution of overall thermal conductivity in
terms of total virial and convective terms. The plot suggests that
the contributions from virial terms have a dominating effect
than convective terms towards total thermal conductivity. Such
a behavior has also been reported earlier for ionic systems [31].
In the present case, however, the convective contributions
(kinetic, van der Waals and electrostatic interactions) although
low are significant. In addition, the cross-correlation between
convective and virial terms was found to be insignificant.
Table 3
Thermal conductivity values for different heat flux contributions.

Contribution description l (W/m-K) Standard deviation

1 00000011 0.000a 0.000
2 11100000 0.026 0.002
3 00010000 0.270 0.046
4 00011000 0.286 0.046
5 00011100 0.287 0.045
6 11011000 0.309 0.047
7 11111111 0.315 0.049
8 11111100 0.317 0.049
9 11111000 0.317 0.049

a The thermal conductivity was estimated to be 0 within 3 decimal places.



Fig. 7. Pie-chart of thermal conductivity contributions from various heat components.
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b) Plot 7b shows the distribution of various virial contributions.
The virial contribution from the forces due to van der Waals
interactions is the most dominating among different virial
contributions to thermal conductivity. The plot also shows that
virial contributions from bond stretching and angle bending
terms are negligible.

c) Plot 7c shows the distribution of various convective terms and
suggests that kinetic energy and short range potential energy
dominate the contribution while the contribution from long
range electrostatic potential energy is low.

d) Plot 7d shows the contributions from long range electrostatic
forces to overall thermal conductivity and suggests that these
contributions are negligible. This suggests that such contribu-
tions can be neglected while doing thermal analysis for organic,
neutral polymeric systems.

In summary, the aforementioned analysis suggests that the
dominant modes of heat transport for disordered amorphous
polymeric materials are due to van der Waals interactions and their
corresponding forces. As these interactions result in anharmonic
modes of vibrations, our results are in agreement with recent study
which suggests that anharmonic interactions contribute signifi-
cantly towards thermal conductivity in polymeric glasses [22]. It
has been suggested in literature that in polymeric glasses, a large
fraction of the vibrational modes (especially high frequency
vibrational modes) is localized with negligible thermal diffusivity
[22]. Keeping that in mind, contributions from these vibrational
modes towards thermal conductivity are expected to be insignifi-
cant. This is also in agreement with our results which suggest
negligible contribution of bonded interactions towards thermal
conductivity.
5. Summary and conclusions

This article presents one of the first atomistic molecular
dynamics studies of heat transport in crosslinked polymers
(epoxy polymers). Both equilibrium and non-equilibrium
molecular dynamics simulations were used to estimate the
thermal conductivity of epoxy networks at room temperature.
Given quite diverse experimental conditions such as curing time,
temperature, humidity, etc. for building epoxy thermosets, the
calculated thermal conductivity, l is in good agreement with
experimental values. The broad distribution of low frequency
vibrational modes as calculated from partial vibrational density
of states is indicative of overlapping distribution of low
frequency vibrational modes and the amorphous nature of the
polymer. Furthermore, the analysis from different contributions
towards heat flux autocorrelation function suggested that virial
contribution from van der Waals interactions dominate the
thermal conductivity with negligible contributions from bonded
and electrostatic interactions. Given the dominant contribution
of van der Waals interactions towards thermal conductivity, the
higher thermal conductivity of epoxy network (compared to its
un-crosslinked counterparts) can be attributed to densification of
the network during crosslinking, which enhances neighboring
non-bonding interactions.
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